
Comments on Mohri, Pereira and RileyAndr�as KornaiIBM Almaden Research Center650 Harry Road, San Jose, CA 95120kornai@almaden.ibm.comThroughout the history of computational linguistics therule-based and the statistics-based approaches appeared ascompeting rather than complementary threads of research.Even today, many view the success of the Xerox rule-basedtaggers as a threat to the more statistically oriented tag-gers, just as a few years ago the IBM statistical approachwas viewed as a threat to rule-based systems of machinetranslation. The historical importance of the AT&T work onweighted transducers lies in the fact that for the �rst time itmakes possible a genuine integration of the two approaches.Under the heading of \speech-natural language integra-tion" we usually �nd the shotgun marriage of two completelydisjoined systems, each with its own distinct theoretical ap-paratus and algorithmic building blocks. In contrast, here we�nd surprisingly smooth integration, both in terms of under-lying theory and in terms of shared algorithms. This is a verysigni�cant accomplishment, and the main goal of my com-ments is to situate it as a particular stage of a constant de-velopmental trend towards greater integration. I will ask howmuch the good sides of the rule-based and the data-basedapproaches have been preserved, and what, if anything, hasbeen lost by taking this approach. I will also ask how far thepresent approach can be pushed, and o�er some speculativeremarks on future directions.First let me take a clear and unambiguous stance on therule-based vs. statistics-based debate: rules are better. As asimple illustration, consider Fig. 1 which shows the perfor-mance of a bank check OCR system developed by the author[2] under three conditions: using a bigram language model, a�nite state grammar, and a combination of the two.As it is evident from Fig. 1, the rule-based system faresmuch better than the statistics-based, and in fact the latteradds very little to the performance of a system already con-taining the former. So the question is not so much an overar-ching philosophical problem of whether rules are better, butrather the more mundane practical problem of �nding therules. To the extent that the rules, constrains and representa-tions constituting the grammar are devised by grammarianslike Quirk and Greenbaum [3], computational linguists canget a free ride, and they should avail themselves of the op-portunity. But to the extent that Quirk et al. represent theculmination of an extremely sophisticated descriptive tradi-tion of a singularly deeply researched language, it appearsvery unlikely that more than a handful languages could behandled in the same fashion.Again as an illustration, readers are invited to consider
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Figure 1. Rules vs. statisticswhat kind of grammar they would write for the language ofUS personal checks before consulting Fig. 2. The regularitiesof the English numeral system are not hard to capture ina few context free rules, and limiting the dollar amount tofour digits will in fact yield a system that can be compiledinto a �nite state network. But the ideal grammar describingthe numerals yields only some of the rules used in the actualgrammar, the rest comes from rules dealing with the varioustypes of noise (including the space-�ller horizontal line) thatwe �nd on checks.Figure 2. Check grammarEnoise Lnoise Body Lnoise [fr] Lnoise ds Lnoise EnoiseEnoise) [ws] (bl ws)� [bl]Lnoise) ([ln] (ws ln)� [ws]) j ([hy] (ws hy)� [ws])Body ) Fourdig j Threedig j Twodig j OnedigOnedig ) Dig [ws] [dhs] [ws] [and j aps]Dig ) 1 j 2 j 3 j 4 j 5 j 6 j 7 j 8 j 9Twodig ) Decade[ws] [hy] [ws] [Dig] [ws] [dhs] [ws] [and j aps]Now let us take a look at the transducers on the pathfrom acoustic data to sentences. The acoustic observationacceptor O �lls only a technical purpose and can be disre-garded here. The transducer A from observation sequencesc
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to context-dependent phones captures the essence of the re-lationship between the underlying linguistic unit and the ob-servable signal. In a fuller model, we could in principle de-compose it in three parts: A3 from linguistic units to nerveimpulses governing the vocal tract, A2 from nerve impulsesto articulator positions, and A1 from articulator positions toacoustic observations, with A = A�11 �A�12 �A�13 . Each of thesecomponents are governed by rules of biology and physics (onlythe mapping between cognitive units and nerve impulses hasthe characteristics associated with linguistic rules, i.e. thatthey are discrete, �xed, and arbitrary) and all of these rulesare expressible as weighted transducers over quantized vari-ables. There is a great deal of work e.g. at Haskins Labs toexpress these rules in a tabular format, and it would be in-teresting to see whether the weighted transducer mechanism,which is obviously expressive enough to encode table lookup,could bene�t these e�orts.As the authors note, special-purpose context-dependencymachinery is commonly found in recognizers, e.g. the tri-phone mechanism in HTK. The fact that this machinery canbe replaced by �nite state transducers comes as no surprise,and the approach generalizes well to more complex context-dependent units. However, here we have reached the pointwhere the expertise of the grammarian is minimal, and forthe most part we only have the vaguest clues what units touse and what data to pack in them. At the next stage D fromsequences of phone labels to a speci�c word, we have strongempirical evidence that even the most detailed pronunciationdictionaries omit a large number of attested phonetic realiza-tions of most words. Kenyon and Knott [1] are no Quirk andGreenbaum, and it simply does not seem possible to leveragetheir work the same way. It can be safely predicted that inthis domain the statistical approach will reign supreme formany years to come.Finally there is the language model M , currently presentedby the authors as an n-gram model. As the example in Fig. 1shows, n-gram models are a highly ine�cient way of extract-ing regularities from any domain. So the Xerox program of ex-tracting regularities by grammarians, limited as it may be bythe \John Henry argument", remains relevant. What we wantis a compact representation of the grammarian's knowledge,fast enough so that alternative formulations can be tested anddebugged. Since this knowledge is generally presented cun-junctively, intersection remains an essential operation in thecreation of fast models. It is not obvious how the Xerox pro-gram can be carried to its conclusion using lazy compositionmethods.As an example let us consider the old problem of `read-justment rules' which govern the interaction between syntac-tic structure and phonological phrasing. Since phrasing trig-gers a great number of postlexical rules governing e.g. tonalmelodies and sentential stress placement, and the latter havewide-ranging autosegmental and even segmental implications,here we have a case where the interaction of every memberin the cascade of (weighted) transducers is relevant. For thesake of simplicity consider a sequence of syllables, the leftmostone lexically prespeci�ed as H and on the rightmost one as L.Such a con�guration leaves open the possibility of any spread-ing pattern from HLL...LLL and HHL...LLL to HHH...HLLand HHH...HHL.Simplifying matters somewhat, this corresponds to the com-

position a � b of two automata a and b. a, corresponing to thesegmental tier, is de�ned by a single loop over tonally arbi-trarily speci�ed archisegments. b, corresponing to the tonaltier, is de�ned by states H and L, with loops over the twostates and a unidirectional transition from H to L. Since thislast transition can be taken only once, triggered by the appro-priate syntactic conditions, we need to intersect the composedautomaton with another (possibly very complex) automatonc that encodes the relevant syntactic conditions. If we hadlazy addition, taking advantage of a fast multiplication algo-rithm could be problematic in a process computing (a+ b)�c.Here the inner operation is composition, the outer is inter-section, and in a typical case c would itself be a composi-tion/intersection of automata. In our simpli�ed example, a� bcan be easily computed o�ine, but with larger rule systemsthe issue of intersecting `lazily given' machines can easily be-come a signi�cant one.With the rise of Optimality Theory phonology is increas-ingly moving toward a style of grammar based on the inter-action of very general, typically universal, constraints. To theextent such constraints are non-local it becomes critical forthe search space to carry state information in a format verydi�erent from that suggested by beam search. It is not thattoo many alternatives need to be kept open, but rather thatthese alternatives are not close enough to one another at theinterfaces of the uncomposed machines. To put it another way,to leverage the knowledge of the grammarian given in a set of(possibly violable) constraints we need some mechanism fore�cient intersection (and subsequent minimization) of ma-chines that are themselves given as cascades, and currentlycomputed only in a lazy manner.Let me conclude by speculating a bit about the future ofthe AT&T approach. For the moment, the authors are con-centrating on transducers whose range (weight structure) ismost appropriate for probabilities or log probabilities. How-ever, valuation semirings of a more discrete character, in par-ticular, valuations in natural numbers corresponding to thedegree of constraint ranking and constraint violation, shouldalso be considered. To the extent that our goal is to lever-age the information provided by the grammarian, and thisinformation is given to us in terms of ranked violable con-straints, we must include operations on weighted automataand transducers not commonly considered, such as restrictionto a certain rank, and rank-prioritized intersection.REFERENCES[1] John Kenyon and Thomas Knott, A pronouncing dictionary ofAmerican English, G. & C. Merriam, Spring�eld MA (1944)McGraw-Hill, New York (1970)[2] Andr�as Kornai, K.M. Mohiuddin and Scott D. Connell, `Recog-nition of cursive writing on personal checks', Proc. 5th Interna-tional Workshop on the Frontiers of Handwriting Recognition,Essex 1996 (to appear).[3] Randolp Quirk, Sidney Greenbaum, Geo�rey Leech and JanSvartvik,A grammar of contemporary English, Longman,Lon-don (1973)Comments on Mohri, Pereira and Riley 27 A. Kornai


