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However, certain aspects of a natural language, at least, are completely analyzable using finite-state methods, in particular its phonotactics (the determination of legitimate sequences of sounds in natural language; Johnson 1970, Kaplan & Kay 1994), and its morphology excluding compound formation (Koskenniemi 1983). Despite the fact that in principle morphological rules can give rise to sets of words that cannot be generated by a finite-state grammar, no such system for natural languages has ever been discovered (Langendoen 1981). Consequently in the areas of speech (and orthographic) analysis and of morphological analysis, finite-state methods have become standard. 

The use of finite-state methods in syntax and semantics was somewhat slower to develop, in large measure due to the belief that these aspects of linguistic structure are not fully analyzable in those terms. However, partial syntactic and semantic analyses have been carried out using finite-state methods beginning with the Transformation and Discourse Analysis Project at the University of Pennsylvania in the late 1950s (Joshi & Hopely 1999). The first serious proposal that finite-state methods are fully adequate for syntactic analysis was made by Krauwer & des Tombe (1981), and a sophisticated (augmented) finite-state grammar that handles discontinuous elements was developed by Blank (1989). For recent surveys of what is now a vast and rapidly growing field, see Roche & Schabes (1997), Kornai (1999), and Beesley & Karttunen (forthcoming). 
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